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In brief

 Teaching language(s): English

 Teaching method: In person

 Teaching type: Lectures

 Open to exchange students: Yes

 Code d'export Apogée: GBIN8U07

Presentation

Description

The use of multiprocessor machines has become mandatory and most applications are now running on machines with parallel 

processing units, from tablets to supercomputers. These applications concern both public and private scientific research, as well 

as industrial and commercial enterprises.

This lecture and lab work presents the parallel computing domain in different aspects: architectural, algorithmic, parallel 

programming languages, performance measurements, etc. Examples of parallel algorithms in different domains are also studied.

The course allows you to understand how to design and program a parallel application and run it on a multicore processor or a 

classical parallel cluster machine. The lab work on machines allows to implement the concepts studied during the lectures, and 

this with the language extensions OpenMP and MPI.
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The use of multiprocessor machines has become a must and most applications run today on machines with several processing 

units running in parallel, from tablets to supercomputers. These applications concern both scientific research (physics, chemistry, 

biology, etc.) as well as industrial and commercial companies. This domain is called High Performance Computing (HPC).

This Teaching Unit of computer science presents the domain of HPC in different aspects: architectural, algorithmic, languages  

of parallel programming, performance evaluation, ... Several examples of parallel algorithms, from different scientific fields, are 

dissected and studied.

The content of this course provides an understanding of how to design, program, and execute a parallel application across 

a broad spectrum of platforms ranging from a single multicore processor to a 200-core multiprocessor machine, to a cluster 

of multiprocessor servers. The practical work on parallel machines represents an important part of this Teaching Unit and will 

implement the concepts studied in the course, especially using the extensions of OpenMP and MPI languages.

Course parts

CM Lectures (CM) 15h

TP Practical work (TP) 12h

TD Tutorials (TD) 6h

Period : Semester 8

Useful info

Place

 Grenoble

Campus

 Grenoble - University campus
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